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Visibility or Disability: Notes on Attention

DAVID NAVON

A Pluralistic Concept of the Mind

Cognitive psychology has been taking quite a mechanistic approach towards the mind. Any machine
has a specific function, broad as it may be, that it was designed to serve. It may be made of com-
ponents, each designed to serve a specific subfunction, or it may call for other machines that are
designed to serve a subfunction that cannot be served by any of its components. Still, the main premise
of mechanistic views is the one-to-one mapping between mechanisms' and functions.

However, in nature, functions are not always accomplished by one function-dedicated or function-
tailored mechanism, or by a hierarchy of such mechanisms. Rather, functions are often achieved by the
cooperation of many entities, each having its own properties. The entities are not like a mechanism or
a component that were designed to serve a specific function. They simply exist, and they typically spe-
cialize in doing things that no other entity is capable of doing. Any such entity may do whatever it
does independently of any other entity. However, when a goal is recognized, it may often happen to be
a novel one, and may require the cooperation of many entities, each doing something within the range
of its specialization. Thus, those entities do not have a fixed function; rather, they have specializations,
but are modular in their use. let them be called modules. An obvious instance of a set of modules is
the human society; another one is a beehive.

If the mind is a collection of independent processes (cf. Hinton & Anderson, 1981), perhaps mental
processes function within the mind much like people do in their community: They specialize in some
computation, and they may be called to apply their specialized ability for some goal that is recognized
as important and that typically requires the cooperation of a number of processes.

For example, while writing this sentence, numerous processes-logical, associative, linguistic, and
motor-have probably been activated. Since this sentence is probably unique, as many others are, these
processes are neither subordinated to any molar process nor determined by any one driving process.
Any one of these processes, e.g., the schema for the verbal expression of tense relationships in English,
may be activated in other occasions for other goals. Thus, the processes must be independent process-
ing entities that cooperate as called for by circumstances.

A critical requirement for attaining the desired cooperation is communication. Communication is
required for two major objectives: to announce current goals and to transfer or exchange information
pertinent for accomplishing the goals. Thus, goals are more likely to be attained when they, as well as
the processing modules involved in accomplishing them, can adequately communicate among them-
selves. However, sufficient communication is not guaranteed for all goals that the environment might

I The concept of a mechanism is, of course, not restricted to tangible structures, but rather encompasses implemented algorithms
as well.



2 DAVID NAVON

suggest at any particular moment. This constraint dictates two basic facts of life in the community of
processing modules comprising the mind.

* Goals compete for communication, and attention is called forth to resolve the conflict.

" Goals can survive better when they secure for themselves some communication through learn-
ing.

In this paper we concentrate on the role of attention in managing communication in a multiple-goal
environment.

' ie scope of the discussion in this paper is quite broad. I felt that it would have been hard to make
sense out of the theoretical ideas if they had been presented as a body of hypothetical assertions laid
down one by one. Rather, I elected to relate the ideas, as they are presented, with observable
phenomena and phenomenal experience.

Structures and Outcome Conflict

The concept of a module as defined here (unlike in some other places, e.g., Fodor, 1985) is of a quite
specialized process limited in its capability and horizon. Being so limited, it often interacts with other
modules. Modules operate within, or deliver their products to, media which may be called structures.
A prominent example of a structure is a public communication device such as a blackboard (Lesser,
Fennell, Erman, & Reddy, 1974; Newell, 1973; Rumelhart, 1977). When modules operate concurrently
within the same structure, outcome conflict may emerge: that is, the operation of a module may gen-
erate some outcome-output or side effect-that interferes with the operation of another module (see
Navon, 1985). For example, when several messages are presented on the blackboard at the same time,
selection errors may occur and search latency increases for all users. Another example of a structure is
a connectionist network of units of the type described, e.g., by Schneider (1985). Outcome conflict
may arise in such networks from the covariance between the vector messages transmitted by concurrent
modules. In contrast with blackboards in which publicity may serve some cause (see below), in con-
nectionist networks the sharing of communication channels seems to have no advantage.

Structures may be common to some or all modules. This has two consequences: (a) outcome con-
flicts may range from general to specific and (b) modules may share one or more structures. The more
the modules share, the more outcome conflict is generated.

However, sharing is not associated only with costs. The outcome of a module may be facilitative for
the operation of another module. Furthermore, sometimes the interaction of modules sharing the same
structure is necessary to accomplish a goal that cannot be accomplished by just one or by a given set of
modules. The goal requires a novel solution that may be brought about by fruitful associations among
the outputs of several modules.

Activation: Externally Driven and Uncontrollable

So far the mind has been described as a collection of independent entities called modules, interacting
in processing environments called structures. Of course, the modules are not active all the time. They
are active as long as their trigger is detected and as long as their stopping state is not. The trigger is a
state that is produced by some other modules, and that is initiated by some input that is exogenous to
the cognitive system: namely, stimuli or needs. The stopping state is the condition for the decaying of
the activity of the module. Both the trigger and the stopping state are defined internally and are not
mutable. Since the detection of the trigger is a sufficient condition for activating a module (and so is
the detection of a stopping state for stopping its activity), cognitive activity is not arbitrary but rather
deterministic. On the other hand, since effects on activation are stipulated by detection rather than by

U
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NOTES ON ATIENTION 3

mere presence, there is room for variability in the behavior of processing modules. Later it will be
explained how states might not be readily detected within the system described here. Activation is
determined only by these conditions and cannot be induced, amplified, or attenuated by any agent
within the processing system--that is, activation is externally driven and sovereign of any central inter-
vention.

How can the system deal with goals that involve the cooperation of modules which sometimes have
never cooperated before? A goal is announced by a module that, like any other module, is driven by
some stimuli or needs. Some other modules may then independently suggest means of cooperating,
either by retrieving means-ends associations from past experience or by computing the relevance of the
means to the goal. Means may, in turn, be interpreted as ends to be achieved by other means. This
kind of distributed, uncontrolled decomposition of the goal proceeds until the means of cooperating are
detected by modules for which they serve as triggers and whose activity eventuates in some action.
Such a system may easily be driven into chaos, however, as with any system in which processes that
interact are activated by independent sources with no central control.

Attention: Determining the Agenda Without Tapping Activation

Attention is the instrument for making the agenda of the mind less anarchistic and more consistent in
terms of goals accomplished during the same time range. The activity of an attention-free mind would
probably be very erratic. The organization that does exist is presumably due to the intervention of
attention.

But how can the agenda of the mind be controlled if there is no control over the activation of
modules? To envisage the difficulty, imagine a chairman of a noisy meeting who has no power to
grant floor privileges or to enforce silence on unwelcome speakers. The answer is that, as often is the
case when there is no direct control, there are means of indirect control. Attention is making use of
such means.

How is the indirect control achieved? It is made feasible due to the fact that activation of a module
in itself has a quite limited effect on the system. We have to remember that usually goals cannot be
attained by any one module. Thus, to achieve a goal, several modules have to be activated in parallel,
in sequence, or in any other, more complicated, schedule. A way to have control on goal achieving is
to tap the likelihood that the modules involved are co-activated with the appropriate timing. In default
of an agent that can affect activation, let alone supervise transfer of control in any other means, the
only way to accomplish a multiple-module goal is (a) to ensure communication between all relevant
modules and (b) to deny communication from other modules. This is achieved by a mechanism that is
called decoupling. Decoupling is the way to regulate communication in the system in a reversible way.
Let us digress now to describe possible means of communication among modules.

Communication: Contingencies, Couplings, and Blackboards

A critical tenet of the view presented here is the mutability of communication. Conventionally, com-
n,'nication between processes is assumed to be rigid: It is present to the extent that the relationship
between the processes is well established by practce or by frequent co-activation. I propose, instead,
that even in this case communication may not be guaranteed. At least some lines of communication
may be mutable.

Let us suppose that modules may be interconnected by either of two types of connections: contingen-
cies or couplings. Contingencies are strong connections between onset-onset or product-onset They
form patterns of activation among contingent modules (e.g., actions, object representations. object-action
chains, images). Couplings are weak associations that relate modules whose activations may be
relevant for each other, but do not entail each other. For example, the visual, conceptual, and articula-
tory schemas of the word table are connected by contingencies; the schemas for table and food are
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related by a coupling. Or, the modules for stepping on the clutch pedal and shifting the shift stick are
presumably contingent, whereas the modules of steering and looking at the car mirror may be coupled
but not contingent.

An important distinctive feature of couplings is their mutability: They are subject to partial or total
attenuation by the decoupling mechanism that functions as an attention controller. Contingencies are
not mutable, so they act as if they are fixed messages (excite or inhibit). A module cannot detect infor-
mation that triggers it if it is decoupled from the source of that information. However, even if the
module is not decoupled, it may fail to detect information if it is flooded by information from many
other modules.

So far, I have described communication that is specific to a pair of modules. However, not all com-
munication is private. There are public communication devices, a general blackboard or several black-
boards, possibly of various levels of globality, each serving a specific set of modules. Some of the
structures mentioned above as the processing environments within which modules interact may actually
be blackboards. It is worthwhile to elaborate on the functional advantages of having public communi-
cation devices on top of private communication channels. First, it is desirable that private communica-
tion is established only between modules whose relevance has been determined. This is not only for
reasons of economy, but for reasons of efficiency: Direct communication is better reserved for highly
relevant information; otherwise, modules may be incapacitated by information explosion. However, the
output of a module which usually is irrelevant for another specific module may nevertheless be occa-
sionally relevant. It is important, then, that modules have some access, cumbersome as it may be, to
information yielded by other modules with which they are not connected, in case it seems relevant.
This function is served by the public communication devices. These can be used to transmit informa-
tion intended for (a) all modules, (b) particular modules, or (c) modules with which the information
source is not connected. Second, transmitting information via a public channel has some advantage
over private communication: The receiver acquires not only the information itself, but some important
meta-knowledge as well, especially on the presumed state of knowledge of other potential receivers
with respect to the information. For that matter it is sufficient that the receiver is generally informed
about the range of modules that use the channel. Such meta-knowledge may be crucial if the utility of
the receiver's operation totally depends on a concerted effort on the part of several receivers, or at least
on congruence with their operations. Third, as will be seen below, dissemination of information is a
self-strengthening process. Accordingly, a module that is expected to need information at time t would
rather have at time t a range of receivers that is much wider than the set of modules with which it is
directly connected. Hence, there are some good reasons for having public communication devices. If
the devices exist, then each module as a rule has fast access to highly relevant information and slow
access to large amounts of less relevant, or potentially relevant, information. The slow access makes
the detection of the potentially relevant information quite uncertain if the public channels are flooded.

Now that the distinction between private and public communication has been made, it is in order to
specify more precisely the sense in which nonpublic communication is private. A private channel is
one that connects two specific modules, so that when the channel is not attenuated, information emanat-
ing from one module is received by the other without having to resort to a common public device.
However, it is assumed that a module cannot exercise a policy of selective confidentiality so as to make
one or more of its coupled parties receive messages that other coupled parties do not receive. All the
module's coupled parties receive the same information. It is as if each module has some frequency
band through which it broadcasts its messages, and any module coupled with it is tuned in (or can tune
in). In a sense, it is as if eve'y module has its own message board that is accessible only to modules
coupled with it.

"i%



NOTES ON ATTrN ON 5

The Importance of Being Visible

Let us now return to the function of attention. I have postulated that goal achieving is a cooperative I
process among modules, and that activation is externally driven and uncontrollable. It follows that to

achieve a goal, the component modules require communication. When communication is not
exclusively private, the way to attain it is by publicity. Thus, attentional emphasis amounts to visibil-
ity: A module is emphasized when its throughput and output are brought to the information of a maxi-
mal number of other modules, at least of those modules that may be concerned. Since frequently it is
not clear which modules may be concerned, or how to directly access them, the wider the circulation,
the higher the likelihood of success.

However, no module is prominent if every module is prominent. If too many modules are
emphasized, especially if they share common structures, much outcome conflict arises. For one, the
public communication devices would display a large amount of information, which would make it less
likely that any one module would detect the pieces that are pertinent, namely, that trigger the module.
So, to be emphasized, the background of a module should be de-emphasized. This is done by limiting
the ability of background modules to communicate with other modules.

Selective Decoupling

Attentional emphasis is attained by selectively attenuating couplings of most modules except for the
emphasized ones. To be more definite, what the attentional system modulates is presumably the
strength of messages sent from modules to either their coupled parties or to the blackboards. Messages
from background modules are attenuated. Thus, their likelihood of affecting the other modules, includ-
ing relevant ones, is small. The background modules have no way to know of their activation or their
output. On the other hand, emphasized modules have both open communication channels among them-
selves and publicity among all other modules. Thus, their chances to propagate their output and affect
other processes are good.

Consider the metaphor of an intelligence community, suggested by Kahneman and Treisman (1984).
Suppose there is no hierarchy in that community. Every agent is active as long as there is some infor-
mation that the agent can collect; However, the impact of the information is limited by its circulation.
If the agent has few communication channels, or they are jammed, or the agent has limited access to
any public channel, then the agent's activity will most likely be overlooked. Moreover, in this case it
will not induce any further activity in the community. On the other hand, the products of activity of
agents that have better communication will be noticed, will be used when relevant, and will evoke
related activities. So, the system is biased in favor of current information coming from the source, and
further activity in the community will be biased to collect information related to the one suggested by
the source. 2 The way to bias the system in favor of some sources is to see to it that they have good
communication to the exclusion of other sources. This is analogous to attentional emphasis.

Awareness and Publicity

It is straightforward to define the relationship between attention and awareness within the view
presented here. Modules that are emphasized have more publicity, thus are more available to any other
processes. Awareness, in the functional sense, may simply amount to the availability of information to
other processes. Perhaps awareness for the output of a given module is directly related to the number
of other modules that have access to the output of that module. Perhaps it is related just to the availa-
bility of the output to certain processes that control speech, rational thinking, or other high-level

2 Which might be the cause of some misconceptions and biases in the functioning of intelligence agencies.
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6 DAVID NAVON

functions. In any event, the more emphasized a module is, the more likely its output is to be "available
to awareness."

This can be illustrated quite clearly in the context of the intelligence community metaphor. Aware-
ness of the community for information delivered by a certain agent might be defined as the visibility of
that information within the community rather than as its availability for some external authority.
Awareness for that information is enhanced by good communication, which is in turn afforded by the
manipulations of communication meant to emphasize information coming from that source.

Attention and Effort

To recapitulate, the mind is likened to a set of modules that may be active in parallel. Their activa-
tion is externally driven. Attentional control is mediated by the strength of couplings, namely, of out-
going messages to other modules. Selective modulation of the strength of couplings leads to more
awareness for emphasized modules and more impact of them on ongoing and further activities of other
modules. The activity of de-emphasized modules may keep going on, but it is not propagable. The
activity of emphasized modules does propagate.

If to attend is to selectively decouple, namely, to attenuate some couplings and preserve others, then
attention is work. We may call it attention work. Its nature is more akin to the work of supervisors
than to that of the workers they are in charge of, but attention is clearly work as well. Let us assume
that the control of coupling that is required for attention work is associated with what is phenomenally
felt as effort. Effort is not any scarce commodity. It is the aversive valence of the operation of decou-
piing. The more sustained decoupling is, the more aversive it is. Since effort is aversive, motivation is
needed to override the aversion, so that decoupling can be done. The amount of decoupling actually
exerted at any moment depends on the balance of motivation to accomplish the goal and the aversion.
Any factor that manipulates either of these may affect performance via the amount of decoupling
exerted or sustained.

The more effort is involved with decoupling, the stronger is the activation of de-emphasized modules,
the more coupled they are with to-be-emphasized modules, and the weaker is the initial activation of
the to-be-emphasized modules. In the fortunate case that the emphasized goal is compatable with most
urging needs and impinging stimuli, it feels that little effort is expended. The effort should be more
sustained, the more lengthy the process of accomplishing the emphasized goal. Thus, the amount of
effort depends on four variables: strength of activation, strength of background activation, susceptibility
to background activation, and complexity. Those effects may be due to the amount of required decou-
piing, or to the degree of aversiveness associated with the particular decoupling called for, or to both.

The operation of the modules need not be stipulated by the supply of any mental energy. It is tempt-
ing to posit that energy of this sort is nevertheless required for the operation of the decoupling con-
troller itself, namely, for the attention work (cf. James, 1890, ch. 11). The notion advanced here is that
even that may be grpltuitous: The decoupling controller may be a mechanism that is designed to yield
to the requests of modules, without relying on any source of energy. As argued, effort may be under-
stood as the phenomenal effect of the operation of selective decoupling in the presence of competing
activations. In any event, whichever of these conjectures (namely, decoupling requires energy vs. noth-
ing requires energy) is correct, both seem quite disparate from the common view of attention as a men-
tal commodity used by the process being selected (e.g., Kahneman, 1973; Navon & Gopher, 1979; Nor-
man & Bobrow, 1975).

Is effort the inevitable shadow of attention, or does it characterize only attention to modules having
no "immediate interest," as James (1890) suggests? The view taken here is that although awareness per
se may result from activation of unselected modules, the act of attention is defined by decoupling.
Decoupling may be aversive, and to the extent that it is, attention must be associated with effort. The
observation that the effort associated with attention seems to vary with the objects of attention may be
attributed to difference in frequency, strength, or stability of competing activations. For example, when
one tries to concentrate on the proof of a mathematical theorem, activity driven by basic needs and

N,
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external stimuli is not precluded. The stronger the activity is, the more effortful decoupling appears.
On the other hand, when one directs attention to a conspicuous stimulus or is in the process of gratify-
ing an urgent need, distraction exerted by thoughts or goal-oriented activity is less likely, due to the
sporadic, ephemeral, or rapidly decaying nature of their driving source (see also the section "Sustained
Attention"). In the rare cases that alternative thoughts are tenacious, concentrating on the "natural"
object, urgent or pleasant as it may be envisaged, does feel to be effortful.

The Effects of Selective Decoupling

In a totally coupled system, activation spreads rapidly since couplings are intact. This leads to the
following consequences: First, any activation that is either data-driven or need-driven tends to pro-
pagate, strengthen itself, and flood the communication channels with its output. Second, large amounts
of information are available to all modules, which makes the access to relevant information difficult;
this leads to delays which may be considered as outcome conflicts. Third, the likelihood of cooperation
is high since all modules have much information about the activity in other parts of the system.

The major effect of decoupling is emphasis. The output of emphasized modules is disseminated
among all processes, including ones that are relevant, yet are not privately communicable. Since the
output of other modules does not benefit from the same publicity, the output of emphasized modules
will enjoy relative exclusivity or salience, so that the chances of inducing relevant activity in other
modules is greater for the emphasized modules. Also, the emphasized modules will not be flooded by
information emanating from irrelevant modules. The protection gained by information selectivity
ensures fast access to relevant information and reduces susceptibility to bias generated by invalid
sources, but on the other hand reduces the chance of utilizing information provided by a module that is
de-emphasized because it seems irrelevant.

As for the de-emphasized modules, they suffer isolation costs: namely, they cannot get other
modules to continue what they have started because the output of the de-emphasized modules is not
propagated. That may either lead to incomplete processing and loss of information, or, if processing is
nonetheless completed, to lack of awareness of its output. An extreme example is the case of tunnel
vision, in which objects outside the focus of attention may be completely overlooked. A somewhat dif-
ferent case is that of a mathematician who is so absorbed in generating a proof for some theorem, that
any signal that lunch has not been eaten is disregarded. De-emphasized modules may be able to
recover from the state of isolation once the emphasized activity is finished so that the system is recou-
pled. At that time, if the de-emphasized modules are still active (e.g., if they are driven by a persisting
sour. .f stimulation like stomach contractions), they may regain some propagation.

Thus, selective decoupling is clearly harmful for de-emphasized processes. It is usually beneficial for
emphasized ones, except when they could have benefited from information output by some de-
emphasized modules. This occurs when a single goal is pursued, and decoupling is done to concentrate
on that goal. The case of divided attention (or, shared attention; see Navon, 1985) is discussed later.

The Decoupling Controller

The system described here is characterized by the distributed nature of both control and knowledge:
It is externally driven, and each of its entities, namely, the modules, has a very specific function and %
limited information about other modules. One might wonder whether the cost of lack of both
knowledge and initiative at the level of components is not necessarily reflected in a need for high
sophistication of some executive function, which in this case is the decoupling controller. It may be
suspected that the function assigned here to the decoupling controller requires that it be as complex as a
homunculus. Specifically, it might appear that the decoupling controller should have a vast amount of

L-p-



8 DAVID NAVON

knowledge about the specialization of modules, couplings among them, and addresse of both modules
and couplings. I suggest, however, that this is not necessarily the case.

The decoupling controller may be regarded as an arbitrator negotiating demands made by parties it
does not recognize. Suppose every activated module computes its need for communication-private as
well as public-on the basis of its activation and goal pertinence. The module then issues a request
and tries to communicate it to the decoupling controller. The likelihood that the request is transmitted
depends on the accessibility of lines of communication from that specific module to the decoupling
controller. Thus, attaining visibility is a self-strengthening process, and, as is usually the case with
such processes, it is hard to get it started without happening to have some amount of visibility from the
outset.

The decoupling controller is designed to deal with many requests, and make decisions that depend
only on the configuration of need-for-communication requests it receives at any given time. The deci-
sion rules may be formulated solely in terms of amount of requests and communality in channels being
applied for or goals being served. They may not bear on the specialization of modules, their likelihood
of accomplishing their own objectives, or the relations among activities of different modules. Thus, the
decoupling controller need not know anything about the requesting modules. Furthermore, to execute
the decisions, the decoupling controller would have to selectively operate on different couplings-
decoupling a number of couplings while preserving some others tightly coupled. Does that entail access
to an exhaustive directory of coupling addresses? Not necessarily: The requests may specify the
addresses of couplings that are to remain coupled. For example, suppose each of the modules A, B,
and C requests communication to each other as well as to some public communication device, P, and
states its pertinence to a common goal, G. In default of any more dominant set of requests, the decou-
pling controller will presumably design the forthcoming combination of coupling states in accord with
those requests. It will impose general decoupling with the exclusion of the requested couplings
(namely, AB, AC, BC, AP, BP, and CP) whose addresses are specified in the requests being granted.
Thus, sophisticated as it may be, the decoupling controller definitely need not have either much per-
manent knowledge about the modules and their interrelationships or much information about current
goals.

Sustained Attention

Attentional emphasis is more critical for attaining a goal the more processing the goal involves: The
less complex a task is, the more likely it is to withstand outcome conflict. Thus, when selective decou-
pling is badly needed, it is often needed for a relatively long period of time. However, maintaining the
same state of decoupling for a long period seems to be a problem in itself. Since the decoupling con-
troller is responding to requests from modules, how can it be guaranteed that emphasis is not switched
before the goal is accomplished?

If the requesting modules are driven by a need or sufficiently changing stimulation, the requests are
refreshed as long as the source persists and stopping states have not been satisfied. Thus, if there is no
novel alternative source of activation, attention may be sustained quite easily. The problem arises when
the requesting modules are triggered by a goal state that is announced publicly. To be sure, the visibil-
ity of the goal results from some prior mental activity, but frequently the driving agent of that activity
has already vanished. At some moment before the goal is accomplished, pressures of alternate activa-
tions might threaten to deprive the emphasized goal of its exclusive status, while there is no exogenous
source that drives the activity of the modules that have requested the current state of decoupling. The
person might feel then a shade of vagueness about the motives for current emphasis as well as some

* hesitation about persevering in it. What will presumably be needed for sustaining attention in that case
is some review of the topicality of the goal. Conceivably, the decoupling controller might probe the

3 In the sense of sites rather than in the sense used in von Neumann machines.
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requesting modules to perform a quick recomputation. Occasionally, such recomputation will require
attentional emphasis in itself, in which case the cognitive progress towards the goal will be interspersed
with reflections about the sense in engaging in it-not an uncommon experience.

The function of exclusive visibility in the first place is to minimize the likelihood that such threats to
the continuity of the process will be occasioned by interfering requests. The reduced visibility of
irrelevant modules is meant to weaken their propagation, thereby preventing the conglomeration of
clumps of those modules with sufficient number of requests to tip the scale of decoupling in their favor.
Accordingly, the fate of sustaining attention to a goal that has little immediate interest depends not so
much on the continual conviction that the goal is of prime importance, but rather on the success of
selectivity during previous phases of processing: When attention is sharply tuned from the outset, the
likelihood of further distractions that are not due to novel stimuli is smalL

Thus, one reason the dynamics of attentional emphasis is self-strengthening is because it diminishes
the influence of alternate potential objects of attention. Yet there are more positive reasons: The highly
visible interim products of attended-to processing may evoke the activity of previously inactive modules
that now find themselves pertinent. If those modules are fortuitously associated with need sources, their
subsequent requests may be refreshable due to the more enduring nature of the need source. Hence,
indirect, unstable motivation may be augmented by intrinsic motivation that provides stationary support
for attentional emphasis (cf. James, 1890). A strategical manner for controlling attention that is to be
sustained is discussed in the following section.

Focused Attention

As seen above, concentration is typically at the mercy of the constellation of forces acting on the
decoupling controller for or against the to-be-attended object. Sometimes, however, the distracting
power of alternate activations is anticipated to be too high to let it have a fair chance. Ample examples
can be found in the experimental literature on selective attention (e.g. Cherry, 1953; Duncan, 1980;
Moray, 1959; Navon & Miller, 1985; Treisman, 1960; 1964): For example, if in a dichotic listening
paradigm, a subject who is supposed to shadow the text played to the right ear allowed his attention to
be determined by the natural contest of activations, he would be violating the experimenter's instruc-
tions. As a safeguard against unwelcome distractions, the decoupling controller can temporarily attenu-
ate communication from to-be-ignored modules to itself; those modules are not only denied the visibil-
ity at a particular moment, as is usually the case with de-emphasized modules, but are also deprived for
a certain period of the means of struggling for visibility. Hence, stimuli that would normally have pro-
voked attention may go unnoticed (e.g., Corteen & Dunn, 1974; Moray, 1959; von Wright, Anderson, &
Stenman, 1975). Thus, whereas in many everyday situations, attentional selection reflects just momen-
tary, or more enduring, preference (see Neisser, 1976, ch. 5), in other situations, including many experi-
mental ones, which require the restriction of attention to some class of events, attentional selection
involves active rejection of the complementary class. Strong evidence that this is the case is provided
by negative priming findings reported by Allport, Tipper, and Chmiel (1985). However, to be insured
against the risk of overlooking vital information delivered by disabled modules, their communication to
the decoupling controller is attenuated rather than blocked (cf. Broadbent & Gregory, 1964; Treisman,
1960; 1964; 1969), or at least that is the case with a subset of them that is likely to be always pertinent,
such as one's own name (see Moray, 1959).

Sharing Attention

So far, decoupling has been described as a vehicle for achieving selectivity. Selectivity is mainly
needed for favoring goal-relevant over data- or need-driven activations. Decoupling is used to attenuate
supposedly irrelevant output, and it takes more effort the more irrelevant activations exist at the
moment. This mechanism was not designed, and is not fit, for coping with multiple goals at the same
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time. The reason is that the very same factors that make decoupling functional for emphasizing
modules relevant for a single goal fail the system when it tries to share emphasis between two goals. If
attention secures great publicity to just one set of modules, then any information available to the
modules, through private channels or within public communication devices, is relevant to them. How-
ever, when communication is enabled for two sets of users, confusion is very likely, and it can be
avoided only at the cost of large delays. To illustrate, consider the analogy of a message board posted
at the staff room of a newspaper. Suppose two teams of ten persons each are each working on one
story. The message board would be quite useful if only one team used it. However, when two teams
use it, errors and delays result. The more complex the tasks, namely, the more modules are involved in
attaining one goal and the more output they generate, the more detrimental the effect of sharing atten-
tion. The optimal way for two goals to be achieved at the same time is when for every goal there is a
dedicated module or a set of modules connected by contingencies. This is a structural change in the
system that takes a long period to establish. When no such structures are available, the only alternative
is to use decoupling, which as said is ill-devised for that purpose. That is, decoupling is required for
shared attention between unpracticed tasks, but is very inefficient. The more complex a task, the more
harmful the consequences of shared attention.

Global Decoupling

What are the alternatives for selective decoupling in a situation in which two goals are to be
attained? One is obvious. One can switch attention between the two goals. Switching implies chang-
ing the selective decoupling. It seems like a complex process, more complex than say, throwing on a
switch, or changing the range of a band-pass filter. That may explain why rapid switching back and
forth is used less often than sequential processing (see, e.g., Broadbent, 1954).

The second alternative is what can be called global decoupling. Global decoupling brings the system
to a state that is diametrically opposed to the state of a tightly coupled system in which activation
spreads rapidly and all modules are flooded with information. In a globally decoupled system, com-
munication channels, private as well as public, are practically blocked. No module enjoys the dis-
tinguished status of publicity. Each active module has to operate on its own, where only the contingent
modules are affected by its operation. Thus, such a situation can be likened to a regime of compart-
mentalization imposed on an intelligence system, or to what happens under conditions of "communica-
tion silence" commanded on military units during combat. Every unit operates on its own. The more
autonomous, self-supporting units survive and are likely to succeed. The less autonomous ones cannot
carry out their mission. It follows that this state is ideal for concurrently performing two, well-
practiced activities that do not need communication because each involves modules connected by con-
tingencies. This state may be self-defeating if at least one of the activities calls for communication that
is not established in contingencies.

Task Interference

How does global decoupling differ from selective decoupling in its effect on task interference? It is

obvious why two unpracticed activities interact. However, if an unpracticed activity is conjoined with a
practiced one, the pattern of interference depends on the mode of decoupling that is exercised. If the
unpracticed one is emphasized, the practiced one will probably not suffer very much from isolation

because it is basically self-sufficient, and the unpracticed one will enjoy the benefits of attention. If,
however, the system is globally decoupled, rather than selectively decoupled, or if it is selectively
decoupled in any way that does not favor the unpracticed task, then the unpracticed task will suffer =
since it cannot withstand isolation at all. It follows that an unpracticed task is sensitive to attentional
priority, whereas a practiced task is less so (Brickner & Gopher, 1981). The number of concurrent
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practiced processes is practically uneffected by attentional priority, whereas the number of novel ones is
effected (Schneider & Shiffrin, 1977).

By our view, attentional priority is not a continuous variable. Although decoupling is presumably a
matter of degree, its effects may not vary very much: One state occurs when the emphasized task
enjoys the status of exclusive publicity, in which case it will be performed well, while the performance
of the concurrent task will depend on its tolerance for isolation. Another state is one in which both
tasks are selected, so that both tasks will share the public channels, with both risking outcome conflict.
Any more tine-grained effects of priority that are found (e.g., Gopher, Brickner, & Navon, 1982;
Navon, in press) might be the result of strategic manipulation of queueing order across trials.

Is performance never limited by scarcity of some mental commodity? Modules are basically pieces
of software. Each may or may not have its dedicated hardware. Even if it does not, units of hardware
that can serve the module may be abundant. Conceivably, the module may sometimes have to queue
for using some type of hardware. Within the framework proposed here this seems a possibility rather
than a necessity. Thus, some surmised limits on the system may be regarded as scarce resources.
However, the inevitable conclusion emerging from discussion is that resource scarcity is definitely not
the exclusive constraint on performance and probably not a decisive determinant of it. Thus, the dubi-
ous empirical success of resource theory (see Navon, 1984) is not surprising.

Prospectus

The paper describes the mind as a system in which processing modules may operate in parallel,
cooperation among them is often required, multiple-module goals compete for communication, and
attention is called forth to resolve the conflict. At this point it seems senseless to elaborate the theory
any further. The difficulties of producing meaningful activity with such a system are enormous, and

4only years of attempts to implement it will show whether it is likely to stand the sufficiency test.
Nonetheless, even in its present state the theory seems to be as definite as many other hypotheses about
the mind prevalent in cognitive psychology. It is quite complex, but so, presumably, must be any view
of a mind without a homunculus.

We see three impending issues that the theory presented here will have to relate to: One, learning
presumably secures communication to frequently occuring goals so that they would not depend on
attentional interventio.,. How is this done? Two, the cognitive system is not always operating in the
same fashion: There re various states of consciousness, and even in the ordinary wakeful state, arousal
fluctuates. How can those phenomena be interpreted within the conceptual framework presented here?
Three, decoupling entails selectivity, but it is not clear that this is universally compatible with optimal
consequences of processing. Possibly, tasks or strategies employed under certain circumstances may
require different states of decoupling. The theory has to be expanded to address the interaction of tasks
with attentional strategy.

References

Allport, D. A., Tippe, S. P., & Chmiel, N. R. J. (1985). Perceptual integration and postcatgorical filter-
ing. In M. I. Posner & 0. S. M. Main (Eds.) Attention and performance XI (pp. 107-132). Hills-
dale, NJ: Erlbaum.

Brickner, M., & Gopher, D. (1981). Improving time-sharing performance by enhancing voluntary con-
trol on processing resources (Tech. Rep. AFOSR-77-3131C). Haifa, Israel: Technion, Faculty of
Industrial Engineering and Management.



12 DAVD NAVON

Broadbent, D. E., (1954). The role of auditory localization in attention and memory span. Journal of
Experimental Psychology, 47, 191.

Broadbent, D. E., & Gregory, M. (1964). Stimulus set and response set The alternation of attention.
Quarterly Journal of Experimental Psychology, 16, 309-312.

Cherry, E. C. (1953). Some experiments on the recognition of speech with one and with two ears. Jour-
nal of the Acoustical Society of America, 25, 975-979.

Corteen, R. S., & Dunn, D. (1974). Shock-associated words in a nonattended message: A test for
momentary awareness. Journal of Experimental Psychology, 102, 1143-1144.

Duncan, J. (1980). The locus of interference in the perception of simultaneous stimuli. Psychological
Review, 87, 272-300.

Fodor, J. A. (1985). Precis of the modularity of mind. The Behavioral and Brain Sciences, 8, 1-42.

Gopher, D., Brickner, M., & Navon, D. (1982). Different difficulty manipulations interact different with
task emphasis: Evidence for multiple resources. Journal of Experimental Psychology: Human Per-
ception and Performance, 8, 146-157.

Hinton, G. E., & Anderson, J. A. (Eds.) (1981) Parallel models of associative memory. Hillsdale, NJ:

Erlbaum.

James, W. (1890). The principles of psychology. New York: Holt.

Kahneman, D. (1973). Attention and effort. Englewood Cliffs, NJ: Prentice Hall.

Kahneman, D., & Treisman, A. (1984). Changing views of attention and automaticity. In R. Parasura-
man, R. Davies, & J. Beatty (Eds.), Varieties of attention (pp. 29-62). New York: Academic Press.

Lesser, V. R., Fennel, R. D., Erman, L. D., & Reddy, D. R. (1974). Organization of the HEARSAY II
speech understanding system, (Working papers in Speech Recognition M, pp. 11-21). Pittsburgh,
PA: Carnegie-Mellon University.

Moray, N. (1959). Attention in dichotic listening: Effective cues and the influence of instructions. Quar-
terly Journal of Experimental Psychology, 11, 56-60.

Navon, D. (1984). Resources.-A theoretical soup stone? Psychological Review, 91, 216-234.

Navon, D. (1985). Attention division or attention sharing? In M. I. Posner & 0. S. M. Matin (Eds.),
Attention and performance X! (pp. 133-146). Hillsdale, NJ: Erlbaum.

Navon, D. (in press). Do people allocate processing resources among concurrent activities? In H. Rach-
lin & L. Green (Eds.), Advances in behavioral economics (Vol. 2). Norwood, NJ: Ablex.

Navon, D., & Gopher, D. (1979). On the economy of the human processing system. Psychological
Review, 86, 214-255.

Navon, D., & Miller, J. (1985), The role of outcome conflict in dual-task interference (ICS Report
8601). University of California, San Diego, Institute for Cognitive Science.

L U



NOTES ON ATTENTION 13

Neisser, U. (1976). Cognition and reality. San Francisco: Freeman.

Newell, A. (1973). Production systems: Models of control structures. In W. G. Chase (Ed.) Visual infor-
mation processing (pp. 463-526). New York: Academic Press.

Norman, D. A., & Bobrow, D. J. (1975). On data-limited and resource-limited processes. Cognitive
Psychology, 7, 44-64.

Rumelhart, D. E. (1977). Toward an interactive model of reading. In S. Dornic (Ed.), Attention and
performance VI (pp. 573-606). Hillsdale, NJ: Erlbaum.

Schneider, W. (1985). Toward a model of attention and the development of automatic processing. In
M. I. Posner & 0. S. M. Matin (Eds.), Attention and performance XI (pp. 475-492). Hillsdale, NJ:
Erlbaum.

Schneider, W., & Shiffrin, R .M. (1977). Controlled and automatic human information processing: I.
Detection, search, and attention. Psychological Review, 8, 1-66.

Treisman, A. M. (1960). Contextual cues in selective listening. Quarterly Journal of Experimental
Psychology, 12, 242-248.

Treisman, A. M. (1964). Selective attention in man. British Medical Journal, 20, 12-16.

Treisman, A. M. (1969). Strategies and models of selective attention. Psychological Review, 76, 242-
299.

von Wright, J. M., Anderson, K., & Stenmen, U. (1975). Generalizations of conditioned GSRs in
dichotic listening. In P. M. A. Rabbit & S. Dornic (Eds.), Attention and performance V. London:
Academic Press.

)I .



ICS Technical Report List

The following is a list of publications by people in the Institute for Cognitive Science. For reprints,
write or call:

Institute for Cognitive Science, C-015
University of California, San Diego
La Jolla, CA 92093
(619) 452-6771

8301. David Zipser. The Representation of Location. May 1983.

8302. Jeffrey Elman and Jay McClelland. Speech Perception as a Cognitive Process: The Interactive
Activation Model. April 1983. Also published in N. Lass (Ed.), Speech and language: Volume
10, New York: Academic Press, 1983.

8303. Ron Williams. Unit Activation Rules for Cognitive Networks. November 1983.

8304. David Zipser. The Representation of Maps. November 1983.

8305. The HMI Project. User Centered System Design: Part I, Papers for the CHI '83 Conference
on Human Factors in Computer Systems. November 1983. Also published in A. Janda (Ed.),
Proceedings of the CHI '83 Conference on Human Factors in Computing Systems. New York:
ACM, 1983.

8306. Paul Smolensky. Harmony Theory: A Mathematical Framework for Stochastic Parallel Pro-
cessing. December 1983. Also published in Proceedings of the National Conference on Artifi-
cial Intelligence, AAAI-83, Washington DC, 1983.

8401. Stephen W. Draper and Donald A. Norman. Software Engineering for User Interfaces. January
1984. Also published in Proceedings of the Seventh International Conference on Software
Engineering, Orlando, FL, 1984.

8402. The UCSD HMI Project. User Centered System Design: Part H, Collected Papers. March
1984. Also published individually as follows: Norman, D.A. (1984), Stages and levels in
human-machine interaction, International Journal of Man-Machine Studies, 21, 365-375;
Draper, S.W., The nature of expertise in UNIX; Owen, D., Users in the real world; O'Malley,
C., Draper, S.W., & Riley, M., Constructive interaction: A method for studying user-computer-
user interaction; Smolensky, P., Monty, M.L., & Conway, E., Formalizing task descriptions for
command specification and documentation; Bannon, LJ., & O'Malley, C., Problems in evalua-
tion of human-computer interfaces: A case study; Riley, M., & O'Malley, C., Planning nets: A
framework for analyzing user-computer interactions; all published in B. Shackel (Ed.),
INTERACT '84, First Conference on Human-Computer Interaction, Amsterdam: North-Holland,

,~!



1984; Norman, D.A., & Draper, S.W., Software engineering for user interfaces, Proceedings of
the Seventh International Conference on Software Engineering, Orlando, FL, 1984.

8403. Steven L. Greenspan and Eric M. Segal. Reference Comprehension: A Topic-Comment Analysis
of Sentence-Picture Verification. April 1984. Also published in Cognitive Psychology, 16,
556-606, 1984.

8404. Paul Smolensky and Mary S. Riley. Harmony Theory: Problem Solving, Parallel Cognitive
Models, and Thermal Physics. April 1984. The first two papers are published in Proceedings of
the Sixth Annual Meeting of the Cognitive Science Society, Boulder, CO, 1984.

8405. David Zipser. A Computational Model of Hippocampus Place-Fields. April 1984.

8406. Michael C. Mozer. Inductive Information Retrieval Using Parallel Distributed Computation.
May 1984.

8407. David E. Rumelhart and David Zipser. Feature Discovery by Competitive Learning. July 1984. ,
Also published in Cognitive Science, 9, 75-1IZ 1985.

8408. David Zipser. A Theoretical Model of Hippocampal Learning During Classical Conditioning.

December 1984.

8501. Ronald J. Williams. Feature Discovery Through Error-Correction Learning. May 1985.

8502. Ronald J. Williams. Inference of Spatial Relations by Self-Organizing Networks. May 1985.

8503. Edwin L. Hutchins, James D. Hollan, and Donald A. Norman. Direct Manipulation Interfaces.
May 1985. Also published in D. A. Norman & S. W. Draper (Eds.), User Centered System
Design: New Perspectives on Human-Computer Interaction, 1986, Hillsdale, NJ: Erlbaum.

8504. Mary S. Riley. User Understanding. May 1985. Also published in D. A. Norman & S. W.
Draper (Eds.), User Centered System Design: New Perspectives on Human-Computer Interaction,
1986, Hillsdale, NJ: Erlbaum.

8505. Liam J. Bannon. Extending the Design Boundaries of Human-Computer Interaction. May 1985.

8506. David E. Rumelhart, Geoffrey E. Hinton, and Ronald J. Williams. Learning Internal Represen-
tations by Error Propagation. September 1985. Also published in D. E. Rumelhart, J. L.
McClelland, & the PDP Research Group, Parallel Distributed Processing: Explorations in the
Microstructure of Cognition: Vol. 1. Foundations, 1986, Cambridge, MA: Bradford Books/MIT
Press. i

8507. David E. Rumelhart and James L. McClelland. On Learning the Past Tense of English Verbs.
October 1985. Also published in J. L. McClelland, D. E. Rumelhart, & the PDP Research
Group, Parallel Distributed Processing: Explorations in the Microstructure of Cognition: Vol. 2.
Psychological and Biological Models, 1986, Cambridge, MA: MIT Press/Bradford Books.

" ! (, /',€='" '."'€,/ , €..",, " ', . . ' '{ /, . )"" , -' "" " " , ,: ' ' "4'"



7v m -l . . -- ,.

8601. David Navon and Jeff Miller. The Role of Outcome Conflict in Dual-Task Interference. January
1986.

8602. David E. Rumelhart and James L. McClelland. PDP Models and General Issues in Cognitive
Science. April 1986. Also published in D. E. Rumelhart, J. L. McClelland, & the PDP
Research Group, Parallel Distributed Processing: Explorations in the Microstructure of Cogni-
tion. Vol. 1: Foundations, 1986, Cambridge, MA: MIT Press/Bradford Books.

8603. James D. Hollan, Edwin L. Hutchins, Timothy P. McCandless, Mark Rosenstein, and Louis
Weitzman. Graphical Interfaces for Simulation. May 1986. To be published in W. B. Rouse
(Ed.), Advances in Man-Machine Systems (Vol. 3). Greenwich, CT: Jai Press.

8604. Michael I. Jordan. Serial Order: A Parallel Distributed Processing Approach. May 1986.

8605. Ronald J. Williams. Reinforcement Learning in Connectionist Networks: A Mathematical
Analysis. June 1986.

8606. David Navon. Visibility or Disability: Notes on Attention. June 1986.



Earlier Reports by People in the Cognitive Science Lab

The following is a list of publications by people in the Cognitive Science Lab and the Institute for
Cognitive Science. For reprints, write or call:

Institute for Cognitive Science, C-015
University of California, San Diego
La Jolla, CA 92093
(619) 452-6771

ONR-8001. Donald R. Genmer, Jonathan Grudin, and Eileen Conway. Finger Movements in
Transcription Typing. May 1980.

ONR-8002. James L. McClelland and David E. Rumelhart. An Interactive Activation Model of the
Effect of Context in Perception: Part 1. May 1980. Also published in Psychological
Review, 88,5, pp. 375-401, 1981.

ONR-8003. David E. Rumelhart and James L. McClelland. An Interactive Activation Model of the
Effect of Context in Perception: Part II. July 1980. Also published in Psychological
Review, 89, 1, pp. 60-94, 1982.

ONR-8004. Donald A. Norman. Errors in Human Performance. August 1980.
ONR-8005. David E. Rumelhart and Donald A. Norman. Analogical Processes in Learning.

September 1980. Also published in J. R. Anderson (Ed.), Cognitive skills and their
acquisition. Hillsdale, NJ: Erlbaum, 1981.

ONR-8006. Donald A. Norman and Tim Shallice. Attention to Action: Willed and Automatic
Control of Behavior. December 1980.

ONR-8101. David E. Rumelhart. Understanding Understanding. January 1981.
ONR-8102. David E. Rumelhart and Donald A. Norman. Simulating a Skilled Typist: A Study of

Skilled Cognitive-Motor Performance. May 1981. Also published in Cognitive Science,
6, pp. 1-36, 1982.

ONR-8103. Donald R. Gentmer. Skilled Finger Movements in Typing. July 1981.
ONR-8104. Michael I. Jordan. The Timing of Endpoints in Movement. November 1981.
ONR-8105. Gary Perlman. Two Papers in Cognitive Engineering: The Design of an Interface to a

Programming System and MENUNIX: A Menu-Based Interface to UNIX (User Manual).
November 1981. Also published in Proceedings of the 1982 USENIX Conference, San
Diego, CA, 1982.

ONR-8106. Donald A. Norman and Diane Fisher. Why Alphabetic Keyboards Are Not Easy to Use:
Keyboard Layout Doesn't Much Matter. November 1981. Also published in Human
Factors, 24, pp. 509-515, 1982.

ONR-8107. Donald R. Gentner. Evidence Against a Central Control Model of Timing in Typing.
December 1981. Also published in Journal of Experimental Psychology: Human %
Perception and Performance, 8. pp. 793-810, 1982.



ONR-8201. Jonathan T. Grudin and Serge Larochelle. Digraph Frequency Effeas in Skilled
Typing. February 1982.

ONR-8202. Jonathan T. Grudin. Central Control of Timing in Skilled Typing. February 1982.
ONR-8203. Amy Geoffroy and Donald A. Norman. Ease of Tapping the Fingers in a Sequence

Depends on the Mental Encoding. March 1982.
ONR-8204. LNR Research Group. Studies of Typing from the LAIR Research Group: The role of

context, differences in skill level, errors, hand movements, and a computer simulation.
May 1982. Also published in W. E. Cooper (Fd.), Cognitive aspects of skilled
typewriting. New York: Springer-Verlag, 1983.

ONR-8205. Donald A. Norman. Five Papers on Human-Machine Interaction. May 1982. Also
published individually as follows: Some observations on mental models, in D. Gentner
and A. Stevens (Eds.), Mental models, Hillsdale, NJ: Erlbaum, 1983; A psychologist
views human processing: Human errors and other phenomena suggest processing
mechanisms, in Proceedings of the International Joint Conference on Artificial
Intelligence, Vancouver, 1981; Steps toward a cognitive engineering: Design rules based
on analyses of human error, in Proceedings of the Conference on Human Factors in
Computer Systems, Gaithersburg, MD, 1982; The trouble with UNIX, in Datamation,
27,12, November 1981, pp. 139-150; The trouble with networks, in Datamation, January
1982, pp. 188-192.

ONR-8206. Naomi Miyake. Constructive Interaction. June 1982.
ONR-8207. Donald R. Gentner. The Development of Typewriting Skill. September 1982. Also

published as Acquisition of typewriting skill, in Acta Psychologica, 54, pp. 233-248,
1983.

ONR-8208. Gary Perlman. Natural Artificial Languages: Low-Level Processes. December 1982.
Also published in The International Journal of Man-Machine Studies, 20, pp. 373-419,

-: 1984.
ONR-8301. Michael C. Mozer. Letter Migration in Word Perception. April 1983. Also published in

Journal of Experimental Psychology: Human Perception and Performance. 9, 4, pp. 531-
546, 1983.

ONR-8302. David E. Rumelhart and Donald A. Norman. Representation in Memory. June 1983. To
appear in R. C. Atkinson, G. Lindzey, & R. D. Luce (Eds.), Handbook of experimental
psychology. New York: Wiley (in press).



ONR DISTIBUTION LIST

0

0

00

00

0 0, 0 -
0 4 -0 0

:% mC 0m j .0 >. o v4-a
0 41 m 0 0 lo '0 UU Oj 0 0 0

c U vU 0 o0:
4j 0 co 0 -Q '-4 ca X . o 1

w' - UO 0-U 0 a at 44 m 0- ' "C. m C .4" 0 4
ed U~ N4 CUU $ 4 Id w 4 04 a. O 0n m 0 c ,z0 .4444 C * X U Cw -0 0 .0 u 0 mu a,40 H mN 0A 4' :. w mO 44 0 v U $4

4) uU E. v ev C: 0C CU0 - ' U N~ o- U m - L.
o4 4>4 UJ 10 00. C N %4%-. . 0 c - -0 1 m 4 w0c

$4 M CE0 0 0 fO L4 L4.o .00 000 U &JW m-. -o0') C1 o 0 m j WEZ V M M- . WC~ 0 0 0 .
Op -c v.. 0. o4 C m -C-4 m ~ o o~ -U.CZ 24

ch 0 10O C4 .0 8U. 2;0 -. 0~ wC m .. C U U
Un - mU a .a 0-

'4OUC U3% ~ -4 ~ 8 C 64 0 MZ 0. U41
.0C a in m m a *0-0.. C Z 90 . e40 a*mnO.-.. aa- n U a4- . a. U .4 dt0' 3

C z0 WC%4 U44U U4.U U.4 UCo O O U O C .- 0-

0 0.u.~0 0 0 4 0N 0 40 0 0 0-0 0 U 0

0L
c

0r4 - 4

w U 1 o p-
,~~ 0- , M: : => 14 U C

co C1 03 c. c >
U~~ a. U 0 . 0

W u c.0 UO UUu
.4 0 C 8 w~ m4; x~. aI 0

-- 0 -C4 U d' a:04 0.4 mU C4 0. U0 0-I CCo -w

cO 4 Ad 0 -140 U 4 4, 0c4 UCOU 04 V m Uc 00. UO 0 wUC o. o Q. a, u 00 m oU C oO I* I 0C 0 040.c m
9U 00 > U W V0 V .M - 0M U 4C ZU 0 41W M41Ca 0ZU CO w c E- W - 4 N

0CC~)a 00wl4 OCu C4 'DO CUwCU UO U C U OU U O

0 0 0n 00 A( c auI

>. > m >1 4
'a~ .4U00 0 U >

'a~ ~~~~ E.N N. 0 . .> 0 > -0 PO4 U.0 0.41
UC N , OcO U u0 0, 000 0 Z U, 00 04 NM >1 00 C o-

w2 0'ol 0, 4In 0 4 C. 00 UE- zO ao .u U m c 0

0l '0 m00I
0 0-0 0 m0 c t 4-

C
0 

ucC

C m

4 c4 M0 0 4 0 t.- C C 0 1 0 lc
U Cw 00 U1 DO 0> C4 0 0 'a In

U 0 0 U N wU. - c. 0. 0c.4 Z.-4 X~

4-4 UL0. EN 144 w.4 w> 0 w0 m00 0-0 o .-
o a0. 0w aJ 21 z. a44 a4 U 00. uOZ a -C040.

>E - O U .44( 0 44 C 0 U
z'.. C. 4 04 I 4.E. U ~ 4--. 44' 04 U-44

00 - C C U 04 . O U - 00.
0. 0 O - C . U . 0 . 0 . C4.

c .140 In 444 Co 4 9 >1 E 0C-C C O 01 U U 0.

0 U In C.4 U 0 'I 4U 44 w4 '40. u4 c4 0 o0. o> o m
>4 oUU 0 34 CU 0 .0 ~. ~ C * C . 0 0 - 4 .'O C O . 4 . ..4 -c v - 0 - IuUc0. u X0 UO In 40' 4e~ UUO w0. uOC ,.0 4>1O 2 0 020 c0o0. Go000 > M v0 0 0000 000 004)4 u 41

'a 1 m > m o w m m



ONR DISTRIBUTION LIST

2. c 5.

0 aC 0c 0-0 Cww t W -0U
> . -. In c600N 0 0 00

a, A 02 4. 4 2. W r
6'0 0 UJ1

V 0 0 u0wM2 !;,41 3, A 'I U.- . I 1 0. 00 40 m
W C, C. >1. a0 MI.-I~ 0 0 .CI .-- o 12.) C 0%

IC I * 60 0 -. 0 -Of .61- -I.I.I 0-2.11 65 0 1.I.. 1-
6d NN 11 aC6xS - " 8. 6.s.- 1 N6

N 'D A.41 -4 -s. %0 U 11j 24 0 Cc0
04 - CN 1., 0 016 0. 0.I 01 W 0 0 - -U 20 CC0

0C 1 Cs. W .0 0 - M W 6 C O W 0 i C 1 OW'
0* t.1 0 1IS c bzC c21- 2.2. c6014 1..5 u 11 2. t

0 0 6 0061 %4 CO 00 6.0 01 C. 61 0

00>

4 4
14a

00
0 4 l4

0 4 0
14 24C6~jO 0 2.U -05

C - 0,'0 . I -L ; C 04 I c @1 6~ O 4M
C4 2.0 0. m . 0 4) 6, - v 0

c.. ood 6 L, 0n c1. 6 w 4 -11 .t
o0 c. 0 0 04)c 00 00 >1 -5 0.0 11116 0 _11 2 41 ft

ca 60 0a CO 644. 0 U I.5C 51. 1 C 4 ) 0.6 0
>1>1 , 01 0 100..Cs 000) I~ 0 N ~ 0 r- MI- C

c1 2 6 IN))4r INW .%cl 0 CaC8
0 v0 d a6.1I -.-20 w.@1I C.0 0 -o I 0 IC lI L.

@1 60 ".0.1 ~ ~~~~ W110I 1.@ 0 106 W IN C N 0 I )86 l 1102 I0 ~ IC 8144) Z0~ 21.6 go11 *CI 0C 0q M W0-I v 4 0
od 061 0 8* ) C-ss - 46@10. C X 1 11 0 M 2 E ) 11 C r-542 3cl 10 .)- -

m.2 . - m200 ~ sI >,10 - W A . I -1./ ! CsC . r 6 -
': - CL.~- ~ - 0 0

1 06I -16 0C c11 ".I C15- W.- 0) 11661 cc1 I~ -a110 551 .3 a .. 00a c ' c 0u a0 n155 u~2 4a: 45/ 0 'A111 1: 14 1 X:

144)~~~~ a)1 4 2. ~ O2 .8 . s5f

I..~~ >6 a11 06* @ ~
,a5. 0000 003. 0N0 U4~ 0IN 0021 W00 u1)IE.4 E

cc 41 0
. 0

01 0 s
0 c 0 060

- P.04 > 0 0 It C4 L. a 8 00
IC0 U w5 5 ~-

6' 11 60IuC 1 163 4)5. 0 4 0 v 11 @
1. -1- 0. w6 0. 01 000c u 0 IA aN 0000 a) -9 II a 0 ,0 1 ) u

IC 6 14.I IN 06 N 1 9 .10N0 11 0 1 05IC~~ ~~ N ) N ssN @@.C 40 0 05. 1 - C I . C1 2.I s- . 1 1. c11 IN 0)1~ H5 I 0 a W r- 08) a 0 UN 14 w82 C-OI 00- UI 60 0

>, =N Ix-0

0 u.~s0 0o oo a.-- 6 z6 a 0 OCC x CO 0 1 .x C

68. .bz~ 0 sI C1 ~ . 51 01 ) . -0 I ~ C C ~ .0)

O u4 6.1sI C 1 6 C 0 4 0 @6I -1 6. .0.s) ls -

2 '.

r

0P
141

.8 11
CC C I,*6, m a 40

0 m. -.0 01 0, . - 0.

Go0 U 0 ca 0 0 l 0 0 0 0

0 2 C s.0 u 1 - 0 0 0 $ 4)1 1
U4s. IN q . 11 0 @14 4) 4)1 CC 4 1) UN fl w1 4 -C'A66~ 9 4 0.0 C0 0 10 10u5 ) 1 - 1.

4.O C 0C6 0I/ 02 c1 CO -. 44 c1- 01 140s 0c .144. C 00 I, cI 080 INq W ;8 -
6~ ~~~~~~~ 0 - m- 11. 1- )5s >5s II . .s I

00 40 A 0; Cu - 260 2. CP 08 . .4 4 * O
W6 Ca w)2 2.0 "a5 CO ~0 . C )1. 0214 in2...

0-4 6101 * 6 si OC 0 6 66 W-. U A C . 0 sj 2d4 C1 4
Cl .U: .0 6 0 36 0 >

.0 611 0 C5 c1 COI '0 OC-I 0m2z: 0.V1
o116 6 -. 1 46 411o 1 0. 05.55 0 4)4) W0 4) 1 0 0 4

.- 51- 65- 2602' 24C a 1. =)00 a) I 211 a101 z-. x o4)0I oum 3nM 60



ONR DISTRIBUTION LIST

u

4; '1
C c

0

w 10 w M >1 D., c 0

0' CP 0 0 u t7 w
CA 0 0 % - 0 'o

I cn 0 ch 0 'D - 0) - u - c c c u
1. ro M - 0 0 0 0 M 0

>1 0 m c 0 $4 0 .2 r c

M go 0 -
,a a 4 " " >, - ri 41 u 'c U >, > r 0 uW >'Cn W t4 n 0 >, 5, L, = 'a r2 u 14 0 m cl 0 B 0
cc 0 x c M 0 w o c w c C6 10 m 0 u C4 a.
z >1 M N (A x

99 = .3 w C a 0 9 , w w - - M 0 U
0 0 >1 'a 0 r 4 0 0 C 0 0 3t 40 0 0 u

0 a
a >1 3c cn z

c C 06 M 0w M w ci 0 .0 rAt 0 0 M 44 W U >1 u W. w r0 > r.0 : 0 C - -
14 (d $4 4J tP - -J W 0 C W 0 Cp

-0 c 2 1 $4 0> > M w u a 0 0
C, 0 0 0 0M M w c 0 C3 4 w 0 C 0 w r L, 0 c M0 u 3c a 0 0 In 0 0 u u u c M 0 -C u

z

u
14 c
.4

C, 
0 0

u '1 0
-C 0 M rz 0 1 -
u 0 W CP 0 u w a

4, w 0 w 2 c w M - a 0
:3 0 1 14 0 M u 0

u > 0) C7 c 0 0 C
10 0 cs c w u w M

0 4, c u C, 0 0 8 >:3 In Ic N c cc w >, 41 W 0- 0 1. 10
M ti - v 0 M -0 00, .0 _ w c

0 1 c aw 10 G M z u 0 u c z 9
0 M = 0 c Ic c 3' 'n M M - 0

>1 0 - 0 M 'n o C, c 3 >
u 0 '0 u 0 w -C 0 0 0 >,- u 0

z f c w M 4) U > u 00 r
C X c u x 'n 0 o r
z I c a 0 1 0 : 0 - 0Z. v M 0 >0 'A 0 0 cl 0 0 0 0 >1 w 10 . - , v 0 CP

4- 'a w 4, j; a 4) g -0 -0 w E 0 0 3 am) M
z3c 4,64 W M 0 0

a 49 11 11 0 U 11 :11 M o x

u r 
> c

0 W C J In Ad (Ml 14 El j t 0 R Ca w 00 w w M 4, u w a M w c M w M 0 c c u M C3 a cW, a 0 u Go C6 u a 0 0 0 ca 0 .3 a u U in c C3 4 C

r M 0 M

0 C: 0 >, 0
COP 0

-- 0 11th U"v
E - - C = , w

0 u 0
:3 r 0 0 4)

10 C 0 0 U D > w , M " 0 " 0 0 0 0 0 c 0
10 0 z z

0 ch e
w u W - cu 0 Q - z co V v MM a w w M M0 -0 Lf $4 M C: 140 z = u 4) 0 V E N 3: u

U %4 .3 u 0 W > u - Ic u - W 0

0 0 0 10 0 0 131 . o > w > Y. :1 0 14 c m c
0 > M W c :3

- I >. 0c 4 0 c c M .0 C 06 a

. 9 0 
0 00->, .- Go cl" ln w9wo UWWO M--

(4 - IMI a l X4 C C -OC $4 "a - O OW QC) M' ou CO MM cp a 00, 0 U 0 0 w 0 W 0 u; 0 
C Z 

> c M W:

> M 0 c c c a
06 M 0 

(1

14 c 'A .4 c V) 'a - :3
M w 104 t.

0 a D D a u a wo 9 9 CW3 Dc a u En (A (n a M -C n -C a z

z

R
u

14 u >

u
0 u

u ri
W 14 w w w u w c 9

,j 2 M w 4) - - I v w w -8
c .0 0 0 C4 

M U 10 Z r- C,

0 m 10 1 s
j v C4 -'a"- >

0 0 11 - 0 2 >.
9 Ic c 'n

0 14 c 0 (49 :3 u c Ic 0 U L) - w D I
11 Oq v -C cp C 0 'a C CL CP c 0 x C - 4 u 2) -C c z

A 0 0 v 0 c a u f p " Ic 0 It > w
0 go 14 c 8- 8 (3 w 1 0 . 0 M 0 0 u 0 . 0 C: 0
4) 0 M 0 V u M 3 (P .4 10 - . 10 " = w -

w "E Z w = 0 c 'A - - 0 C, ca q 0 0 c . Nc I c M U
0 - i u . 0, c M 0 W C 4) W 0 M r U 0 0 w - 06C
:.I a 0 u M 4) w 'W 0 14 z 0 w m M 0 0 = 4) m w 0 w

c . c 0 0 > 0 41 M do 47 j E 0 0
W 0 0 0 C q M . c - -1 8

:3 a 0 0 0 o
, M M M w 4)

0, :3 Iz 0 V M v > - x

11 t) 0 W 06 CL - > 0 06 M

01- $4 0 M MM w w 0 0 w _ 0
a, 0 0 a, u 0 M I a 4 M a 3 w x M a M -C CC' -C cl -) 0 u cc

I



ONR DISTIBUTION LIST

0 0

I > I - 0
01 wL 11 41 : >W14 :1 0 Li 'AlL LI

10 0.. ? 3 , 0 0
II41 -W0- 04 10 $4 14.- a,14

I 0 M 1I VO al 10 0 0 ' .
045 N * . > 9. 9 u8 c M 3 1 -I. n

-,-01.l Q >0 0 00-. 0 >.000 OZ u di0r rC > o w N.. --.- a 8 0s -4- >01 0 1- 4
0I 14C LI >1u-'LICO ,aXU ; , .4 >,.1 4C 14 -C , 4 M Z. M

.4 1 -40 a4 0-1 cO-s >.144 0) r..1 0 uO 414L. m 0. c O.01 . 1 4 14 .00.- I1- M -V 'a 0S 0
0'f 40 1 U -:3w - 0" w4 .41 1 u r ( B4411 0.1 0-s-

WC ". ns 0 ~ W4W4 W-40 140 104 W -W 4 m.s0 -,'a00 1 4 c r~ Q 
9

m0m U(3 N 0 0 a 'a0 0 . M U 0 0 0 1 00 0) r M 3

0

m

0 05
0 14 "41N w 0 " -. 1 .

:. C1 aO a cm ur
M. 0I , ; 0 c u>a,. 14 0. 41 z u cc41 01 014 - 4. 04 >,

L 0 a)O 14 4 zI I 0. 4 -C N , - " '

4Jg 1 4 .I1 ws ~ 1.-10 0 (
0O0>Nc .c 4.. v 3i mo a u0 O 4 0 ~ 0 0 0 11 a 0

.C; 000 0 0 -C C: C: >. 4,5. - .4
1.1. 40 0 c.' 14 m C, 14.IE 0 4.z 0 z. 4, -2LI w41414..0 -0.fl 0 0 1-.-b .-.,0 r. :)- .0 CO U 0 M0> 10

(P.- 1 O L 4 -441 * 141 i 1 0-S mo w0 o o- 3adwv a a4~ .4 144- 1L 41 14-. 0 40 f 0u a,- 1 ' C c4- a).L'A

.45 ~ ~ ~ ~ C > * 4* .4 1.' C 14.4i .0 51 O.4 I

0000 144 0N0 mZ N 00 5- 0-0 0 0 .. (.3 0.-i .0

LI 14 0
u :1 C cLv

sf1 -5 m. C
14 0 C 0I0

o0 23 0 0 - u .m . 4 uc
14 0 4 00 0I C m w

14 c . 14 0L- .0 Is .4 u A1 E01 m 41 0m5440 . ~ 41s C
0 LI (A S m I...L 0- m1w 04. m5 c0 0C N - 051 4-OC 1 040 f40 4 1 - CC71 w4 >4 0- . 0 1, 14 - ND

00. LI 0041 .- 0L 0- 410. w 1 LICO, 0 LLmL 0 C m4 14114.c44 .0 41 L4d4 uO m 1411 C~4.
- c144.- 41 LIO ra0 ft 1OsI. r-- >.I a11 d, a iro4

C ~~~ 03-4 u m0 Ii w~ 0 D 4 4 44 4 I .

LI ~ ~ ~ ~ ~ ~ ~ ~ ' V'14 LI 31 0-1 41 .I - I -. C (D.- 1
341 *14 014m4 p w1444 1L- ow m C.2 r4-. >,1 O i 4.I-1L G ILW3%

3c-. LI L-u = 041 L4 CC 0410 C1 Is01 L11 43 1414- r
.L -W C, W 0 >L >.o1.COL 1 03 >. s-O C w l,0L '0 0 4 *-CtI E 0C- 14 4. LLU 41 1 0 w LI LI4 0 11410.- L51wI.-- LIO C C: 4N

0 a54.. aEN x0 -I 30-0 a mOOu (sc 0 .- E -C OO3 n ~ x a -lM U

C0 0 4.1L
0 M

0 tI Li41
LI.5 4. 4 V4 w4 0 0 0 1 0CL 0 .

u ~ .0 4 0 0 :
LI ~~~ ONo 14> osC 41 0 u-. w.. C40410 IS 10 -m 0411 41

LI 4-N 4 C O CU 1 0 C 00 I' >.1>1' U 0

CN 0 t z W441- 11 14 2 .2 11 I1 'a L a 14m.0N.
0 ( 4 4)14C 1L- - LI.. .IIL .10 14.1141 144 0101 CL I>aW.1 0

C. N ~ 1 _, m.. x--5. m w .2~J' 45, z w. =,
0  

.

U4 -08



ONR DISTRIBUTION LIST

,Z. ~ C r

LIi 0 1 0 0 u 0 .0 0 .0 0 0
IC 03.0 43 40 a 1 0 0 0 $4 0 04 0 w 0 0 0

00l430 0 1i 4 0 140141 1 LI 0 LI 01 01 0 0

w L," 4I- N i WI N IN L WIN "iW-I- - C 0 -q

2 43l> .4 u> LiMO 1410 mWO I O L > -. 0> 0 0 0 :30

00 0 0 Z mIC z~ w ~ c ~ 2Li rii3 LIZ 0
3

r
* .I. z .--. c :3 C %4- :3 rI IN. 02 .- * 0C

W0U j f'0 0 0~l0 0 0 0 0 0 0 0 00e 0 004 0 00oU l0 In1 m I
0 Q.4-4I. 43 a)1 43 'o 43 :3 0'a4 .1 4. 11 42~~~~~~~ 14310 :3..-a 410 c0 430. w3. Z3 *0 40*0 120 ~ 1IC

43 VI - 0 c0 - 0.1 w..Ic 0. Li1 00Cl14 W 01. w- 0L w- 0L w- 01. E 001W$40 0. LIIO LC0,
0 a w0 u w 0c 0 C0 0 -0C 0 40 0 0 -C~ 1.4 0 ( ~ 0-.

o4 14 a4 C Pm

$I 0 3C10 I o-m U
m 0 i10 Ni

In II II c3 0o -w 0
0 'A 434 .4,0 1 1

(a. 01 0. 0z W1 0I i . 3 0 ~
a w w CpId M C 0 ol0 4) V oI 00 0.

-. ~~~ 0 13 C,1 4,L I I 4 1 . 43 -40 W ~ 3 I

'A1 ... i u N 0- N N w.. v% '1.CL 0 6 . 'a I-6)1 aI .. f v iif m1f LI c 41.I u O"a. c. 31
zI WC- 43CC3N m13.- C3 MC.. C..C- t4O- " 3. 0 o I . 043W.0 In5 d% LiU

024j C03-.f C1- 0 Z, C-I 0% 0 0 114 IQ~i D- 0.1. C
0.. L: UL - 100 Lil'24 U o 11U o v 0, o~ wO~0 U3 ol.~
0: m~~ o.b~ 00 20 4) b C Li. 14 o D 0 0 ,
m. wI m~ 4) 1 oN $ g 0A. o L~ L

Li.03i W ID 004 3 c~~ c44- 43. 0-.N4L3
L i-C. MI 0i .440 0I~4 11%O LI: 0013~~ 4-
z43 43 2 .00 M0. 0n. 3 00 In0. u4 -- 3 43 M Li z)C4 (n 0a- ZCaIu n

4310C~ ~~ ~ ~ o434 432 43.Z 4 4 2 42 4 2 3 0 43 . 0 .40. 1 4

0 0

1 1 LI ' -.- 0 144M
M 0. 004 10 LI 0 m4o3

IS 0 D 4I 0 .1 CI- . IL m3 w. uD 43

u.a - -41 C .Co w 11n L N0 - . f.a 0 C 1.0- w01

.4D In cc i 14 C, 41 L oI w1i 4 m. IS . -. Z

- 3 L 43 2 430 0 L 0 .
00.-ICC~~I c4C -Is -10 01. 22 0 0i-10 -L 40 '.4-1

.. 1 c4~ 4341 0 LioM4 U z o' c Um u o 110

14 .4 00 43. 34 01443 F-I 43 aI g ~ g .I0n -'4 41 W3 " --oir -LILIIISL

ci0 Ia: J ~ *%Iqu 3:a W u lu o - <3 In %a *

Cc xI cILLL c I1 t I.L E:-~ Iai L 03 L ~ 400 L C O
0 ~ ~ ~ ~ -02 .-.4 -o~00 0L0 02r 223 u~0 o~ -c .2 2 OZn O.

Z, 0 > Cl.

-0 -0Z - .1

43 0I

'A C> I4cw3 4o14

wa - CL I ~ v411 -0- CLIc
0 

a0' 4 .4 04

0Li43~ ~~~~ Li 431 110C.: 4a 0 1LI 6041 w 03-. M303 04 43 c-. 
o11 0 N

u3- -0 4-03~ 10- -. 004 41.1ID c0 C34 0, c j do. .

.100 Li, -LI -14 - OLu ALI11r .4o 20W-2a U
0432-'-~~~~~~C 0- 0. W0. 4 0 C 0 441 3-4- -0 4 C LO 40I-L

U311 UP In m L4L 
1 

2 in v 3L40 4)4313 c jIU.MC C20 In vl' 43

>13L U 0 r "LI 043.- I LI 10OC: :3. 0
LI LI *-c w1L44' c43 m n c a 4"od w; ' 0

.aaa .0Q36 m a m Mla oan a-

.~.C -4.0 Zvi



ONR DISTIUTION LIST

IA C

en 6. >. U

40 m 00 " 10 0 6 1- C10 44 WO 0

6.. 40 #4 0C u .n 0 a4 0 0'fl a4 m4 U4 - -4C w
Cfo a q4w a 14 0 0 a 44 00 N flo'1 1 P 4 - '1M t aI CC 4 :.0 0 0 044 I t 4444

-2.N>64 -w% CU ",, C10U m 1 W D M
c w0 44 g a144 J0a 44 001 0- tnm-4 v#- l = 00 to 0

C C - 444 44 II 414-W 31 II-

0 -4u 3 a 0 p440. In. a44.0u
m -2 4  CC' ~-0

00 44

-. 4, 0w

C0 Cw - C42a1
-4 4 1AC 0 -' w a %4 'A

-n a -, 0 04 In 0 m0. @4 0 ll m
444 C 2 Z%91 0 6451 @. .4 .0 g44 60C.o 0..

%4 0 2 4 A 0 * 44N 0, w4~ -'I 6 44w-4 4 C 0.4 %44 40 2 4 m 20 I
o W1 a -#. 6- m.NC N 24. 4 04 2 0>

-4 04 m4 444 _ * 0 04 -406 v 0 U C3'4
'06 1 > 0 = L -444 ~ O =4 441 4 0 20 0 -4 '4444420r CA2

R2 c8=o 0 3Ct #0 04 00 E#4# Mm C- c-
(444 6 Ca - 0C U 0 446 'A 4 w. 4 cLI- 6 C C444- .6 06-00m 4 06 -W.-6..4 40' 0 Ll >. 0' 4 4C 2 04 #4-4 Nl 10

-r uU M C f . C 4 0C6 2 M - 4 C 4 4 9 0#4 - wE u0 O S .

24 0 44 4 4-4 0 c4 E 0 4
U)*m 4 c. 40 0448>' 444. f49 441 44 w

in.0 - '>.44 *a a '43I MC m '4 af# A. 04 '4144x a C

04C 0 0 0 00w 0 CJM 0 20 C0 U 044 -L0402 01

02 2.- 2.
04 6 040 0 0 0 @ 0 0I 44 044m i

fl'0 0 0. - ) In 14 u L
z C oo Co 00

44 'In 0. %.In D - .% 1 o c
fu a0n 0 0 0 44 0 40- 0 0 4400N 4004 a40 04 C N

0(4 Co C o u c 04 44i. 44( 410(C U C Nu * N (4 -0
C 4 40 0 # 0 eN 6, 6. 046 0 0 c :z @4 C 4

xOn 00 c4 (O #4000Ed im.4 C, 4.3 0..42 U - 0044- .C44 4 C - ft..
4444C~ ~~~~~ C 41. 4C c o 244 > C644 44m c 4E4 4-6 > #4 6-46 a9 26 mC @4 0 @44m.4 a O 2CC M#4f 42-'- LL4 49 4 #4 .@ -4 C4 CnU-'a d n 0

.0Ifl E>.0414 0
In00 02 44 m000441 00EV 0104 0m 44 04. 04 .

-44 w a4

C 0 #4 (4 4
0~~C 004 >

- W C. 660 0 .4 ml m.C
II 40 6 0A. 44440N 04 r 0"U 4 - 0 A

2 ~ ~~~~ 'A 44 0IV4C 0( C C (
'A N 2 044 m.4 cc4 -04 -w . 02 2 4a 04? c

#4 0 a t# #2 >C Co. C>. 0 -4- 'C -0 N N 4>C>.N~I 4(4. N 4 0'N C4 44 C.0 '' @m4 -U- -4 C 
'4 

--- 0C r-g Cm.C. C CC U30 N 6040 -o0.444m046%w.a 44 #4 Z4 -P C4@ - 24a 4A C C M ~ 0 W0.
&y %2> W 4, a

0. 044 414CM 0. a 0 O 0 4) m w. 0ac 44L.-40f
Ca SWC #40 44m 'A6 40 -6 444 C= 00 4 InO- 0.-46-c @4C

C440 C 2 0 JOE-' - IV 440 04600U -A4 . 6 - 244 >



ONR DISTRIBUTION LIST

0 0

.0 m . U
00 N 0 041 u V2 LM >4 4.4041. M 04 OZ 2 1

4,, C -. 4.4 *4 0. O 0 0~z~ U X. 64 03C 04 11 0 A> V, A
40 0 ~ 040014%0 w* A10 6 l..i 0. .011 .0

>44 c * 0 0 11.4U--b M. W4 Ul -0 0 14
441t. 9 t m 0g W. 6 . 1. 4

W 4% o1 t4 C0 C.. u. 0.-N

d C411-I -144j .3 4 O * -410 -4134.C 41 4 00

o2 N 0.4.1. 04 tC I C *0Q 444V m04 1:)
Z12 "U Il . 0~ 21.44 Z-1 44 . C
05 C . :C :3 *. 41u4 U--41. 0 M

.~~NA 0.-l -4 dO 41 w0.4 mmCW 04 0N1 4 3 *
4.121 LccI. 4401. 4 .4 C. mO 4 0 U.I 4.4r- %44 4 cA O

0 aU u C4 a U aI0I 0M a0n1- A aF. 0 1 C3n 0 N z a0ma0 C3-Z~
m

in
.A

00

w4 M , C =.C

0 -.4 C% 04 C34 C- I =. U
0 0. > 0 1 0- 0c) 0 00u

4.4 -0 c 410 m ~ 0.4 4 4
01 41 0 c0 - A 0..- 4 .4.

.h 0 b) C -4. 04 C 43 024 u4V1k3tw0 m 0 Wx
00 4 , L a 1c 0 0 -I a'-4 1 .-- 0: m1 Ca 0 1

11 4J4 00. 0) 4 > 4 c1 .4- N6 50 10 cc1 0

c O 4. 0t- W 404 WZ N -0 MN 41nU- N c4.41 C 0
o 0 u CA0 40 30 .0 0.80. 3n 0 -10 0 5.4 - mn.4Z 0 u4 W aU

OW In X 4 W m " - 0 'A - c 4. 0C . cn m w U.. 'a >.C 41 m C
a.13 , , 0 2. (n N .400 .4vC C. m is 1m 0- 14. 413.4.4 3.2 0- F, C

In c. :, cC3 C . Cl U10 0 3.- 141 M 0. 1 * .U1U4 40 m4
M.44 00o- -0 -1-I- .0 .-- n 44 .CM- 0 004 o40 - 04 C.
0 - Nc C :. 0 1 a 0 -40 Z C U 0 WO O 44.- 4v. 4 0 =09A4 A04 m w 010144s

U 4 00- M1 4 W a4 -I =- 414404 V0 M.-' W m14 m m 44.I
1-. W. 4 0 14 M-I ICL 41 4 CM 00C g 41 - c w I ) 0 A 0L m a 0 4:.

> M a14  .- 0 I *.- 0i z C4 g- - ~ 0 x SWm a . 0 >. 'n.-

00- w0314 a 0 a0m . 0 coU a 0nCI. -4 U zUO0 azg in~4 0.3 InO z2 0430- c

$4

c 0 (

40 0 41 03 0 .40 w410
41* 0 0 0. w4 0 w 4.0

a1 -4. w-

,a ~ C C,0I >, > CU .040 0 41 004 c. 0I NV 004 Z) OC
m z 0.14 A.4. .40. in330 01 3t0 w3 4 41 44 3 1>. 440

4140 IZO -4- 0 C. N 0. cn244 3 0 ' n.1 4
a 41 In alO 50 4 m.1. . w42 > 0. 0 c 0 - 4 4 0 C.

-; -- m"oc14 c 03 ' .. 0 ! " LA 0 141-m O
cW 0 c ca 0 0~- c 410 C .3. 440 14nN U.4a n28.

C 0nI. U0 0> C. w gC 40.- CO *. 4 0 4.41 m 0C 0 u446 mo C

414.4 Vi 0 G4E- c LAn4 >lLA .C a .0 3.U

z040 -4 12 U i 0 '- 0 -I mLAm...-. v 0 14C4 44 LC

CO .4 a~ 40 - -C. 0 -14 4 -1C n~ .1 0% 141 0,
4 w .1 0 1

C w0uaI U1 041 U C U 41 2440. W m 40 a40Q0-I
0. O n O 022a02z 'a4In u~-4 w EnI. u~Z z~U Q3U. a20 4~0: u .

u

0 0

C 1 0 3.4 w C 0C

U0 0. a 0 0 > 4
04 C -0 1 .0 040 0 0

01 .0--- 0 r .4 0 Nn C2 >0 -m -c 0 0-

U U.C 0 .0 0al4 1 - 04 0-IO 0 C- -C C 00 41UC
U ~ ' L0 0 ZN N43 41 0- i N V3 C N 4.4 a, C: m44

4~ m30- 0 'I 4 . LAN 40 - .4 1 0 In .0 0C c0nI4
-I 249 UI .4N 1C N~d In UN m. N c n 24 - .2 IU

0 ~~ =604 41 U a04 >-n -C0 3 >U 0 044 4.
'A 41 0 MU0 0 444 c 0m c * 0 4 c m 04 >4404

WI 4 I0 C. z> 00 cc 04 241 - 414 410 4; 31 0a
0.0 4 C In *o 4 0 W4-I 2A IV 0 41 .. w 42 .C w

4U 0U . C4 U 04o . WO 401. 0 4 04 4 .0 0 U 014 c4 44.

WUU4 MW -IC 0U .40 C0 - %4 W 11 :C 0444- C4 4.4 z m

W-W - 044 ZUZ 0 U m~ 41 a4 0 444. o-41E

0~2.-C 00n 0W OD Ic 0 04n 00A0 a I4 02



ONR DISTRIUM~N LIST

10

40

00

0w
,40

.10 C u a
480 1 1

I0

02 nC
z4c:C 1 0 0 v 0 0C 4 C]m 0

ONj. 1
IL0I

390 1 m0 o 0 >
Uil

4 0 0 - - &
0 0. 0

o 14 4 %4 -4 0CA 1-46 z0 a4 o0 8 a 0
.A I44 * U 0 04

0 ~ ~~ ~ w' 4 0 . 1
048~ 0 U 44

44O 001 0 4 0 0 444~ 0 :1 '0 w4m in.- N 00 0' w2 0 c mN a.4 I0m
-~ 44.4 0 0 0o N U UN 44 001 44 m4 -4 iiii W0 V0I 04. 0 "

40 2 .-0 0a 2.3 m ii 4 4 vx n
0 CPI 0a w ry- w 4 N> "m1 N 4 :5 C 4

z~0 U I 00.4% 0 %4 r044UUO~ -C4 0 0 0 0 M44 0 UU
a4 6 4444 04 04 02 0 .002

44; 14
3 

14=N0U0 0 4 4 0 NIV2 3 0200 04.4 8 A41414
A 5 w .0 0~44. 00 N" #A4 UACa0 m 0; O
!. 44 440 00.4. ll W -4 v 41U44 1u

0 0 m 2 *U4.. 45, M4 Q4 0a, j5 0a.2M'00- S

UU

0 c 0

0, -0 b
0 0 S0

414m to 0 4D 0l U . 204 01,0 00 V.0.
440 14 40 w4 0 0 44 44 z) 5440

0. 0c 004 ft U 04 0.0 04 04 - 4 0
14 4. in O N 048 0 U 4 0044 4 4 0 0 It 0.1 U .1

o4 c44 U 4 .80 1 0 0 0 4 0 0 4
0 0 0N 0 4 .- 1 0-000 c0 0 Nw 0 N 44 'A -04

0 .1 4 44 2 0 444 f. C4 q4 0 41 014 04 44, 1 4 04
48 4) *4 0 484 0044N 4142. 3 4 0 U '4 N 0 2 4 084 ~ 0 N U

U 14 N ~ 443 N 00 0 0444 444 N c-~ 4 N 1 00 2 0 .

3 3004 .01 3c 0 44 04 4 4
C44 50444w.U .4 -4 > o*00 P4 00 f41 I

. 14 U 29ftA 4 30 U0 W~44 96 0a 30o U



A-OOO


